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Abstract. In this paper we consider skew bisubmodular functions as recently introduced by the authors and Powell. We construct a convex extension of a skew bisubmodular function which we call Lovász extension in correspondence to the submodular case. We use this extension to show that skew bisubmodular functions given by an oracle can be minimized in polynomial time.
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1. Introduction. A key task in combinatorial optimization is the minimization of discrete functions. Important examples are submodular functions (see, e.g., [3, 10, 11, 15]), and bisubmodular functions (see, e.g., [1, 3, 11, 14]). A finitary function on a set $D$ is any function with domain $D^n$ where $n \in \mathbb{N}$; the number $n$ is called the arity of the function. Submodular and bisubmodular functions can be viewed as real-valued finitary functions on $D$, where $D$ is a two-element set for the submodular case and a three-element set for the bisubmodular case. Fix a finite set $D$. One says that a class $C$ of rational-valued finitary functions on $D$ is oracle tractable if there is an algorithm which, given a function $f \in C$ represented by a value-giving oracle, finds a minimizer of $f$ in time polynomial in the arity of $f$. The oracle tractability of submodular and bisubmodular functions has been shown in [5, 10] and [14], respectively, with many subsequent improvements (see, e.g., [11]). Results about oracle tractability for other classes of discrete functions can be found in [8, 9].

Submodular and bisubmodular functions play an important role in classifying the complexity of optimization problems known as valued constraint satisfaction problems (VCSPs). These problems amount to minimizing finitary functions on $D$ represented as sums of bounded-arity functions. In the general-valued VCSP, such functions can also take infinite values, but we consider only the finite-valued case here. In this case, the complexity of VCSPs is now well understood [6, 7, 12, 13]. In particular, submodularity characterizes tractable VCSPs on a two-element domain $D$ [2]. In [6, 7] a generalization of bisubmodularity, skew bisubmodularity, is introduced and used to classify the complexity of VCSPs on a three-element domain $D$: the tractable cases correspond to submodularity and skew bisubmodularity. The tractability of skew bisubmodular function minimization in the VCSP setting (i.e., represented as sums of bounded-arity skew bisubmodular functions) follows from [12], but the question whether skew bisubmodular functions are also tractable in the oracle model has been left open in [6]. In this paper we construct a convex extension of a skew bisubmodular
function, called the Lovász extension in correspondence with the submodular case [10], and show the oracle tractability of skew bisubmodular functions.

Very closely related results have recently appeared in [4], where the authors acknowledge this work. They generalize the notion of skew bisubmodular function by allowing each variable in a function to have its own degree of skewness. They also describe a Lovász extension for such functions which leads to an efficient minimization algorithm, study corresponding polyhedra, and prove a min-max theorem. The problem of finding a combinatorial algorithm for minimizing skew bisubmodular functions is left open, both in our work and in [4].

2. Definitions and main result. Skew bisubmodularity, also known as $\alpha$-bisubmodularity, is defined for a fixed number $\alpha \in (0, 1]$ and functions $f : D^n \to \mathbb{R}$, where $|D| = 3$ and $n \in \mathbb{N}$. In [6, 7], the elements of $D$ are denoted by $-1, 0, 1$. In this paper, we will fix $\alpha \in (0, 1]$ throughout and, for convenience of notation, denote the elements of $D$ by $-\alpha, 0, 1$, replacing the name $-1$ by $-\alpha$. Obviously, there is a direct correspondence between functions over $\{-1, 0, 1\}$ and functions over $\{-\alpha, 0, 1\}$. The definition of $\alpha$-bisubmodularity as in [6, 7] is then as follows. Let $n \in \mathbb{N}$. We write $[n] := \{1, \ldots, n\}$.

Define the order $\prec$ on $D$ through $0 \prec 1$, $0 \prec -\alpha$, and $1$ and $-\alpha$ being incomparable. We also denote the corresponding componentwise order on $D^n$ by $\prec$.

Define the binary operation $\land_0$ on $D$ as follows:

1. $1 \land_0 -\alpha = -\alpha \land_0 1 = 0$;
2. $x \land_0 y = \min(x, y)$ with respect to the above order if \{x, y\} $\neq \{-\alpha, 1\}$.

For $a \in D$, define the binary operation $\lor_a$ as follows:

1. $1 \lor_a -\alpha = -\alpha \lor_a 1 = a$;
2. $x \lor_a y = \max(x, y)$ with respect to the above order if \{x, y\} $\neq \{-\alpha, 1\}$.

We also denote the corresponding componentwise operations on $D^n$ by $\land_0$ and $\lor_a$, respectively.

**Definition 2.1.** A function $f : D^n \to \mathbb{R}$ is called $\alpha$-bisubmodular if, for all $a, b \in D^n$,

$$f(a \land_0 b) + \alpha \cdot f(a \lor_a b) + (1 - \alpha) \cdot f(a \lor_1 b) \leq f(a) + f(b).$$

The above inequality defines submodular functions if we restrict $D$ to $\{0, 1\}$ and it defines bisubmodular functions if $\alpha = 1$.

The following is the main result of this paper.

**Theorem 2.2.** There exists an algorithm that finds a minimum of a given $\alpha$-bisubmodular function $f : D^n \to \mathbb{Q}$ in time polynomial in $n$ if $f$ is given by an oracle.

**Proof.** In the remainder of the paper we will construct for any $\alpha$-bisubmodular function $f : D^n \to \mathbb{Q}$ a convex extension $f^L : [-\alpha, 1]^n \to \mathbb{R}$ which takes its minimal value on $D^n$ and which can be efficiently computed on every rational vector in $[-\alpha, 1]^n$. The theorem then follows from convex optimization techniques, in the same way that submodular and bisubmodular minimization are achieved through convex optimization; see [10] and [14], respectively. \(\square\)

3. Lovász extension for skew bisubmodular functions. For $x \in [-\alpha, 1]^n$, let $\mathcal{P}(x)$ be the set of all probability distributions on $D^n$ with marginals $x$, i.e.,

$$\mathcal{P}(x) := \left\{ \lambda : D^n \to [0, 1] \mid \sum_{a \in D^n} \lambda(a) = 1, \sum_{a \in D^n} \lambda(a)a = x \right\}.$$
Definition 3.1 (Lovász extension). For a function $f : D^n \to \mathbb{R}$, define the Lovász extension $f^L : [-\alpha, 1]^n \to \mathbb{R}$ through

$$f^L(x) := \sum_{a \in D^n} \lambda_x(a)f(a),$$

where $\lambda_x$ is the unique element of $\mathcal{P}(x)$ such that its support forms a chain in $D^n$ with respect to the order $\prec$. (The existence and the uniqueness of this element are proved below in Lemma 3.2.)

Note that, for any $a \in D^n$, we have $\lambda_a(a) = 1$ and thus $f^L(a) = f(a)$, i.e., $f^L$ is indeed an extension of $f$. It also follows directly from the definition that

$$\min \{ f(a) \mid a \in D^n \} = \min \{ f^L(x) \mid x \in [-\alpha, 1]^n \}.$$

The restriction of $f^L$ to $[0, 1]^n$ is the ordinary Lovász extension for $f|_{[0,1]^n}$, as in [10]. In the case $\alpha = 1$, the function $f^L$ is the Lovász extension for bisubmodular functions as in [14].

Lemma 3.2. For every $x \in [-\alpha, 1]^n$, there is a unique element $\lambda_x$ of $\mathcal{P}(x)$ such that its support forms a chain in $D^n$ with respect to the order $\prec$.

Proof. Let $x \in [-\alpha, 1]^n$ and write $x = (x_1, \ldots, x_n)$.

Construction: We will construct an element $\lambda_x \in \mathbb{R}^{D^n}$ and show that it has the required properties. For this, we will recursively construct two sequences, $(u_i)_{i \in \mathbb{N}}$ in $D^n$ and $(x_i)_{i \in \mathbb{N}}$ in $[-\alpha, 1]^n$. For every $i \in \mathbb{N}$ we write $u_i = (u_{i1}, \ldots, u_{in})$ and $x_i = (x_{i1}, \ldots, x_{in})$.

Let $x_1 := x$. Assuming that $x_i$ is already constructed for some $i \in \mathbb{N}$, we will construct $u_i$ and $x_{i+1}$ as follows.

Let $N_i$, $Z_i$, and $P_i$ denote the subsets of $[n]$ consisting of all $j \in [n]$ such that $x_{ij} < 0$, $x_{ij} = 0$, and $x_{ij} > 0$, respectively. Define

$$u_{ij} := \begin{cases} -\alpha & \text{for } j \in N_i, \\ 0 & \text{for } j \in Z_i, \\ 1 & \text{for } j \in P_i, \end{cases}$$

and let

$$\lambda_x(u_i) := \begin{cases} \min \{ \min \{ -\frac{x_{ij}}{\alpha} \mid j \in N_i \}, \min \{ x_{ij} \mid j \in P_i \} \} & \text{if } u_i \neq 0, \\ 1 - \lambda_x(u_1) - \cdots - \lambda_x(u_{i-1}) & \text{if } u_i = 0, \end{cases}$$

and let

$$(3.1) \quad x_{i+1} := x_i - \lambda_x(u_i)u_i.$$  

From this construction we have for every $j \in [n]$ that

- $u_{ij} = 0 \Rightarrow x_{i+1,j} = 0 \Rightarrow u_{i+1,j} = 0$,
- $u_{ij} = 1 \Rightarrow \lambda_x(u_i) \leq x_{ij} \Rightarrow x_{i+1,j} \geq 0 \Rightarrow u_{i+1,j} \in \{0, 1\}$,
- $u_{ij} = -\alpha \Rightarrow \lambda_x(u_i) \leq -\frac{x_{ij}}{\alpha} \Rightarrow x_{i+1,j} \leq 0 \Rightarrow u_{i+1,j} \in \{0, -\alpha\}$,

so $u_{i+1,j} \leq u_{ij}$ and thus $u_{i+1} \leq u_i$. Furthermore, if $u_i \neq 0$ and $m \in [n]$ is such that $m \in N_i$ and $\frac{x_{im}}{\alpha} = \min \{ -\frac{x_{ij}}{\alpha} \mid j \in N_i \} = \lambda_x(u_i)$
or \( m \in P_i \) and \( x_{im} = \min \{ x_{ij} \mid j \in P_i \} = \lambda_x(u_i) \),
then \( x_{i+1,m} = 0 \) and thus \( u_{i+1,m} = 0 \), whereas \( u_{im} \neq 0 \). Thus \( u_{i+1} \prec u_i \).

Clearly, this recursive construction yields \( u_{n+1} = 0 \). Let \( k \in \mathbb{N} \) be such that \( u_{k-1} \neq 0 \) and \( u_k = 0 \) and let \( \lambda_x(v) := 0 \) for all \( v \in D^n \setminus \{ u_1, \ldots, u_k \} \). The construction yields that the support of \( \lambda_x \) forms a chain in \( D^n \) with respect to the order \( \prec \). We will now prove that \( \lambda_x \in P(x) \).

The choice of \( k \) yields \( \lambda_x(u_1), \ldots, \lambda_x(u_{k-1}) \neq 0 \). Equation (3.1) yields

\[
\sum_{i=1}^{k-1} \lambda_x(u_i) u_{ij} = x_j
\]

from (3.2) yields

\[
\sum_{i=1}^{k-1} \lambda_x(u_i) = \frac{x_j}{u_{1j}} \leq 1.
\]

If

\[
\sum_{i=1}^{k-1} \lambda_x(u_i) = 1,
\]

then \( \lambda_x(u_k) = 0 \) by definition and \( \lambda_x \) is supported by the chain \( \{ u_1, \ldots, u_{k-1} \} \). If

\[
\sum_{i=1}^{k-1} \lambda_x(u_i) < 1,
\]

then \( \lambda_x(u_k) > 0 \) by definition and \( \lambda_x \) is supported by the chain \( \{ u_1, \ldots, u_k \} \). One has

\[
\sum_{a \in D^n} \lambda_x(a) = \sum_{i=1}^{k} \lambda_x(u_i) = 1
\]

by definition and

\[
\sum_{a \in D^n} \lambda_x(a) a = \sum_{i=1}^{k} \lambda_x(u_i) u_i = \sum_{i=1}^{k-1} \lambda_x(u_i) u_i \overset{(3.2)}{=} x,
\]

so \( \lambda_x \in P(x) \).

**Uniqueness:** Let \( (u_i)_{i \in \mathbb{N}}, (x_i)_{i \in \mathbb{N}}, \) and \( \lambda_x \) be as constructed above, let \( v_1 \succ \ldots \succ v_\ell \) be a chain in \( D^n \), and let \( \mu \in P(x) \) have support \( \{ v_1, \ldots, v_\ell \} \). We will show that \( \mu = \lambda_x \). We have

\[
\sum_{i=1}^{\ell} \mu(v_i) v_i = x.
\]
Let \( j \in [n] \). As \( v_1 > \ldots > v_\ell \), unless \( v_{1j} = 0 \), there is an \( h \in [\ell] \) such that \( v_{1j} = \cdots = v_{hj} \neq 0 \) and either \( h = \ell \) or \( v_{hj} > v_{h+1,j} = \cdots = v_{\ell j} = 0 \). If \( v_{1j} = 0 \), the equation (3.3) above yields \( x_{1j} = 0 \) and thus \( u_{1j} = 0 \) by definition of \( u_{1j} \). Otherwise, we have

\[
\mu(v_1) = \sum_{i=1}^h \mu(v_i) v_{ij} = \sum_{i=1}^\ell \mu(v_i) v_{ij} = x_j.
\]

As \( \sum_{i=1}^h \mu(v_i) > 0 \), the numbers \( v_{1j}, u_{1j}, \) and \( x_j \) all have the same sign. Since \( v_{1j}, u_{1j} \in \{-\alpha, 0, 1\} \), it must hold that \( v_{1j} = u_{1j} \). This yields \( v_1 = u_1 \).

If \( \ell = 1 \), we are done, as \( \mu \) and \( \lambda_x \) both take the value 1 on \( v_1 = u_1 \) and 0 otherwise, so \( \mu = \lambda_x \). If \( \ell > 1 \), let \( m \in [\ell - 1] \) be such that \( v_m = u_m \) holds for all \( h \leq m \) and \( \mu(v_h) = \lambda_x(u_h) \) holds for all \( h < m \). We will show that \( \mu(v_m) = \lambda_x(u_m) \) and \( v_m + 1 = u_{m+1} \).

As \( v_m > v_{m+1} \) there is a \( j \in [n] \) such that \( v_{m+1,j} = 0 \) but \( v_{m,j} \neq 0 \).

As \( v_1 > \ldots > v_\ell \), one has \( v_{1j} = \cdots = v_{mj} > v_{m+1,j} = \cdots = v_{\ell j} = 0 \), and thus

\[
\mu(v_m)v_{mj} = \sum_{i=1}^m \mu(v_i)v_{ij} - \sum_{i=1}^{m-1} \mu(v_i)v_{ij}
\]

\[
= \sum_{i=1}^\ell \mu(v_i)v_{ij} - \sum_{i=1}^{m-1} \lambda_x(u_i)v_{ij}
\]

\[
= \sum_{i=1}^\ell \mu(v_i)v_{ij} - \sum_{i=1}^{m-1} \lambda_x(u_i)v_{ij}
\]

\[
= \sum_{i=1}^\ell \mu(v_i)v_{ij} - \sum_{i=1}^{m-1} \lambda_x(u_i)v_{ij} = x_j - (x_j - x_{mj}).
\]

So if \( v_{mj} = 1 \) we must have \( \mu(v_m) = x_{mj} \) and if \( v_{mj} = -\alpha \) we must have \( \mu(v_m) = -\frac{x_{mj}}{\alpha} \).

If \( \mu(v_m) \neq \min \{ -\frac{x_{mj}}{\alpha} \mid p \in N_1 \} \), \( \min \{ x_{mp} \mid p \in P_1 \} = \lambda_x(u_m) \) we get a contradiction to (3.3) as then \( \mu(v_m) > \lambda_x(u_m) \), and so, for \( j' \in [n] \) such that \( u_{(m+1)j'} = 0 \) but \( u_{mj'} \neq 0 \) we get the following. As \( u_1 > \ldots > u_k \), one has \( u_{1j'} = \cdots = u_{mj'} > u_{m+1,j'} = \cdots = u_{kj'} = 0 \).

If \( u_{mj'} = 1 \), then \( v_{mj'} = \cdots = v_{mj'} = u_{mj'} = \cdots = u_{mj'} = 1 \) and \( v_{(m+1)j'}, \ldots, v_{kj'} \in \{0, 1\} \), and so we have

\[
\sum_{i=1}^\ell \mu(v_i)v_{ij'} \geq \sum_{i=1}^m \mu(v_i)v_{ij'} = \sum_{i=1}^m \mu(v_i)
\]

\[
\geq \sum_{i=1}^m \lambda_x(u_i) = \sum_{i=1}^m \lambda_x(u_i)u_{ij'} = \sum_{i=1}^k \lambda_x(u_i)u_{ij'} = x_{j'},
\]

in contradiction to (3.3).

Equally, if \( u_{mj'} = -\alpha \), we have \( v_{mj'} = \cdots = v_{mj'} = u_{mj'} = \cdots = u_{mj'} = -\alpha \) and \( v_{(m+1)j'}, \ldots, v_{kj'} \in \{0, -\alpha\} \), and so

\[
\sum_{i=1}^\ell \mu(v_i)v_{ij'} \leq \sum_{i=1}^m \mu(v_i)v_{ij'} = -\alpha \sum_{i=1}^m \mu(v_i)
\]

\[
\leq -\alpha \sum_{i=1}^m \lambda_x(u_i) = \sum_{i=1}^m \lambda_x(u_i)u_{ij'} = \sum_{i=1}^k \lambda_x(u_i)u_{ij'} = x_{j'},
\]

\[
\sum_{i=1}^\ell \mu(v_i)v_{ij'} \leq \sum_{i=1}^m \mu(v_i)v_{ij'} = -\alpha \sum_{i=1}^m \mu(v_i)
\]

\[
\leq -\alpha \sum_{i=1}^m \lambda_x(u_i) = \sum_{i=1}^m \lambda_x(u_i)u_{ij'} = \sum_{i=1}^k \lambda_x(u_i)u_{ij'} = x_{j'},
\]
in contradiction to (3.3). We thus have \( \mu(v_m) = \lambda_x(u_m) \). The fact that \( v_h = u_h \) and \( \mu(v_h) = \lambda_x(u_h) \) holds for all \( h \leq m \) implies \( v_{m+1} = u_{m+1} \) by a similar argument as used to show \( v_1 = u_1 \) in (3.4). This finishes the inductive proof that \( v_h = u_h \) for all \( h \in [\ell] \) and that \( \mu = \lambda_x \).

### 3.1. Convex closure.

As, for every \( x \in [-\alpha, 1]^n \), the set \( \mathcal{P}(x) \) is a compact and nonempty subset of \( \mathbb{R}^D \), the set

\[
\left\{ \sum_{a \in D^n} \lambda(a) f(a) \mid \lambda \in \mathcal{P}(x) \right\}
\]

is a compact and nonempty subset of \( \mathbb{R} \), and so contains its infimum.

**Definition 3.3 (convex closure).** For a function \( f : D^n \to \mathbb{R} \), its convex closure \( f^- : [-\alpha, 1]^n \to \mathbb{R} \) is defined by

\[
f^-(x) := \min \left\{ \sum_{a \in D^n} \lambda(a) f(a) \mid \lambda \in \mathcal{P}(x) \right\}.
\]

**Proposition 3.4.** \( f^- \) is convex. *Proof.* Let \( \beta \in (0, 1) \) and \( x, y \in [-\alpha, 1]^n \). Let \( \mu \in \mathcal{P}(x) \) be such that

\[
f^-(x) = \sum_{a \in D^n} \mu(a) f(a)
\]

and let \( \nu \in \mathcal{P}(y) \) be such that

\[
f^-(y) = \sum_{a \in D^n} \nu(a) f(a).
\]

Then \( \beta \mu + (1 - \beta) \nu \in \mathcal{P}(\beta x + (1 - \beta) y) \), and so

\[
f^- (\beta x + (1 - \beta) y) = \min \left\{ \sum_{a \in D^n} \lambda(a) f(a) \mid \lambda \in \mathcal{P}(\beta x + (1 - \beta) y) \right\}
\]

\[
\leq \sum_{a \in D^n} (\beta \mu + (1 - \beta) \nu)(a) f(a)
\]

\[
= \beta \sum_{a \in D^n} \mu(a) f(a) + (1 - \beta) \sum_{a \in D^n} \nu(a) f(a)
\]

\[
= \beta f^-(x) + (1 - \beta) f^-(y).
\]

### 3.2. Convexity of the Lovász extension.

The following lemma generalizes the corresponding results for submodular and bisubmodular functions; see [10] and [14].

**Lemma 3.5.** The Lovász extension \( f^L \) is convex if and only if \( f \) is \( \alpha \)-bisubmodular.

*Proof.* Let \( a, b \in D^n \). If \( f^L \) is convex, it holds that

\[
f^L \left( \frac{a + b}{2} \right) \leq \frac{f^L(a) + f^L(b)}{2} = \frac{f(a) + f(b)}{2}.
\]

It is easy to check that

\[
(a \wedge_0 b) + \alpha(a \vee_0 b) + (1 - \alpha)(a \vee_1 b) = a + b.
\]
and so the probability distribution $\lambda$ with $\lambda(a \land b) = \frac{1}{2}$, $\lambda(a \lor b) = \frac{3}{2}$, and $\lambda(a \lor_1 b) = \frac{(1-\alpha)}{2}$ is in $\mathcal{P}(\frac{a+b}{2})$. Furthermore, we have

\[ a \land_0 b \preceq a \lor_0 b \preceq a \lor_1 b, \]

which means that $\lambda = \frac{a+b}{2}$ and thus the value of the Lovász extension at $\frac{a+b}{2}$ is

\[ f^L(\frac{a+b}{2}) = \frac{1}{2}f(a \land_0 b) + 2f(a \lor_0 b) + \frac{(1-\alpha)}{2}f(a \lor_1 b). \]

Equations (3.5) and (3.7) imply (2.1), so $f$ is $\alpha$-bisubmodular.

On the other hand, let $f$ be $\alpha$-bisubmodular. We will show $f^L = f^-$, as then $f^L$ is convex by Proposition 3.4.

Let $x \in [-\alpha, 1]^n$. We will show $f^L(x) = f^-(x)$.

Let

\[ M(x) := \left\{ \lambda \in \mathcal{P}(x) \mid \sum_{a \in D^n} \lambda(a) f(a) = f^-(x) \right\}. \]

For every $a = (a_1, \ldots, a_n) \in D^n$ denote $z(a) := \{ i \in [n] \mid a_i = 0 \}$. As $M(x)$ is a compact and nonempty subset of $\mathbb{R}^D$, the set

\[ \left\{ \sum_{a \in D^n} \lambda(a) z^2(a) \mid \lambda \in M(x) \right\} \]

is a compact and nonempty subset of $\mathbb{R}$ and so contains its supremum. Let $\mu \in M(x)$ be such that

\[ \sum_{a \in D^n} \mu(a) z^2(a) = \max \left\{ \sum_{a \in D^n} \lambda(a) z^2(a) \mid \lambda \in M(x) \right\}. \]

To show $f^L(x) = f^-(x)$, it is left to show that $\mu = \lambda_x$. By Lemma 3.2 it suffices to show that $\mu$ is supported by a chain.

Assume that supp($\mu$) is not a chain, and let $a, b \in \text{supp}(\mu)$ be incomparable. We will define a function $\nu \in M(x)$ to contradict the choice of $\mu$. As $f$ is $\alpha$-bisubmodular, we have

\[ f(a \land_0 b) + \alpha \cdot f(a \lor_0 b) + (1-\alpha) \cdot f(a \lor_1 b) \leq f(a) + f(b). \]

Let $r := \min \left\{ \mu(a), \mu(b), \frac{1-\mu(a \land_0 b)}{1+\alpha}, 1-\mu(a \lor_0 b), 1-\mu(a \lor_1 b) \right\}$. Then $r > 0$ by the choice of $a$ and $b$.

Define the function $\nu$ on $D^n$ as follows. In case (i), if all $a, b, a \land_0 b, a \lor_0 b, a \lor_1 b$ are distinct, define

\[ \nu(a) := \mu(a) - r, \quad \nu(b) := \mu(b) - r, \]

\[ \nu(a \land_0 b) := \mu(a \land_0 b) + r, \]

and $\nu(c) := \mu(c)$ otherwise.
If any of the five elements $a, b, a \land b, a \lor b$, and $a \lor_1 b$ coincide, we have to make the corresponding adjustments as follows. First note that, as $a$ and $b$ are incomparable, it is easy to check that at most one pair of the elements can coincide, and that there are only the following four possible cases for these two coinciding elements: (ii) $a \land b = a \lor_0 b$, (iii) $a \lor_0 b = a \lor_1 b$, (iv) $a \lor_1 b = a$, and (v) $a \lor_1 b = b$.

In case (ii), we define $\nu(a \land b) := \mu(a \land b) + r \cdot (1 + \alpha)$ and all other function values as in (3.9); in case (iii), we define $\nu(a \lor_0 b) := \mu(a \lor_0 b) + r$ and all other function values as in (3.9); and in cases (iv) and (v), we define $\nu(a \lor_1 b) := \mu(a \lor_1 b) - r \cdot \alpha$ and all other function values as in (3.9).

The image of $\nu$ is in $[0, 1]$ by the choice of $r$, and it is easy to check that in all five cases we have

$$
\sum_{c \in \{a, b, a \land b, a \lor b, a \lor_1 b\}} \nu(c) = \sum_{c \in \{a, b, a \land b, a \lor b, a \lor_1 b\}} \mu(c).
$$

This yields

$$
\sum_{c \in D^n} \nu(c) = \sum_{c \in D^n} \mu(c) = 1,
$$

so $\nu$ is a probability distribution. Furthermore, an easy calculation using (3.6) yields

$$
\sum_{c \in \{a, b, a \land b, a \lor b, a \lor_1 b\}} \nu(c) c = \sum_{c \in \{a, b, a \land b, a \lor b, a \lor_1 b\}} \mu(c) c
$$

in all five cases, and so

$$
\sum_{c \in D^n} \nu(c) c = \sum_{c \in D^n} \mu(c) c = x,
$$

so $\nu \in \mathcal{P}(x)$. The $\alpha$-submodularity inequality (3.8) yields

$$
\sum_{c \in \{a, b, a \land b, a \lor b, a \lor_1 b\}} \mu(c) f(c) - \sum_{c \in \{a, b, a \land b, a \lor b, a \lor_1 b\}} \nu(c) f(c)

= r \cdot (f(a) + f(b) - f(a \land b) - \alpha f(a \lor_0 b) - (1 - \alpha) f(a \lor_1 b)) \geq 0
$$

and so

$$
\sum_{c \in D^n} \nu(c) f(c) \leq \sum_{c \in D^n} \mu(c) f(c),
$$

so $\nu \in \mathcal{M}(x)$. Finally, we will show that

$$
\sum_{c \in D^n} \nu(c) z^2(c) > \sum_{c \in D^n} \mu(c) z^2(c),
$$

which is a contradiction to the choice of $\mu$. Let

$$
A := \{|i \in [n] | a_i = 0, b_i \neq 0\},
$$

$$
B := \{|i \in [n] | b_i = 0, a_i \neq 0\},
$$

$$
C := \{|i \in [n] | a_i = b_i = 0\}, \quad \text{and}
$$

$$
N := \{|i \in [n] | a_i \neq b_i\}.
$$
The incomparability of \(a\) and \(b\) implies that we have either \(N > 0\) or, if \(N = 0\), we have both \(A > 0\) and \(B > 0\). It is easy to check that
\[
\begin{align*}
&z(a \land_0 b) = A + B + C + N, \\
&z(a \lor_0 b) = C + N, \\
&z(a \lor_1 b) = C, \\
&z(a) = A + C, \\
&z(b) = B + C,
\end{align*}
\]
and so
\[
\begin{align*}
z(a \land_0 b)^2 + \alpha \cdot z(a \lor_0 b)^2 &+ (1 - \alpha) \cdot z(a \lor_1 b)^2 - z(a)^2 - z(b)^2 \\
&= (A + B + C + N)^2 + \alpha(C + N)^2 + (1 - \alpha)C^2 - (A + C)^2 - (B + C)^2 \\
&= 2(AB + AN + BN + CN) + N^2 + 2\alpha CN + \alpha N^2 \\
&= 2(AB + AN + BN + (1 + \alpha) CN) + (1 + \alpha)N^2 > 0,
\end{align*}
\]
as \(N > 0\) or \(AB > 0\). As \(r > 0\) this implies
\[
r \cdot z(a \land_0 b)^2 + \alpha \cdot z(a \lor_0 b)^2 + (1 - \alpha) \cdot z(a \lor_1 b)^2 - z(a)^2 - z(b)^2 > 0.
\]
An easy calculation yields
\[
\sum_{c \in \{a, b, a \land_0 b, a \lor_0 b, a \lor_1 b\}} \nu(c)z^2(c) > \sum_{c \in \{a, b, a \land_0 b, a \lor_0 b, a \lor_1 b\}} \mu(c)z^2(c)
\]
in all five cases for the definition of \(\nu\).

From this, the contradicting inequality (3.10) follows. So \(\mu\) is supported by a chain, and this implies \(\mu = \lambda_x\), which means that \(f^L(x) = f^- (x)\).

Thus \(f^L = f^-\) holds and \(f^L\) is convex. \(\square\)
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