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Abstract

Cryptosystems using error-correcting codes offer higher security and lower computational costs than the number-theory-based cryptosystems. This thesis is a study of public-key and private-key cryptosystems using error-correcting codes based on the rank metric.

McEliece introduced the first cryptosystem using error-correcting codes. The Gabidulin-Paramonov-Tretjakov (GPT) public-key cryptosystem, based on Gabidulin codes, seems to have some advantages over McEliece’s cryptosystem using Goppa codes. Indeed, the GPT cryptosystem can achieve a higher level of security than McEliece’s cryptosystem, using smaller keys. We study the security of the GPT cryptosystem. In particular, given a structural attack and a decoding attack, the optimal distortion parameter for the GPT cryptosystem with respect to the two attacks is defined to be the distortion parameter that maximizes the work factor of the better attack. The work factor achieved by the GPT cryptosystem using the optimal distortion parameter thus gives a guaranteed level of security against the two given attacks. It is also shown that under reasonable assumptions, the optimal
distortion parameter always exists and is unique. Furthermore, how to compute and approximate the optimal distortion parameter with respect to two well-known attacks is illustrated and the behavior of the work factors achieved is studied.

Rao and Nam designed a private-key adaptation of McEliece’s system. As an extension to our research, a private-key adaptation of the GPT cryptosystem is introduced. For this adaptation, two setups are proposed, one being the direct adaptation and the other using a permutation matrix; and the characteristics of these setups are studied in detail. Furthermore, a new attack against both schemes is designed, and the parameter ranges for which the attack is defeated in each setup are obtained. Concordantly, the robustness of the setups is also shown. Finally, proof that they outperform the private-key adaptations of McEliece’s system is given.
Chapter 1

Introduction

This thesis is a study of cryptosystems using error-correcting codes. The purpose of this section is to review the basic concepts of error-correcting codes and cryptography.

1.1 Error-correcting codes

All communication channels contain some degree of noise, namely interference caused by various sources such as electric impulses, neighboring channels, or deterioration of the equipment. Noise can also interfere with data transmission. In order to overcome the detrimental effects caused by noise, one possible solution entails adding redundancy to the data before transmitting it over the channel, which enables error correction at the receiver’s end. Error-correcting coding investigates how to efficiently add redundancy to data streams in order to ensure reliable communication.
Due to the multiplicity of channels, error-correcting codes are employed in many applications. Without error-correcting codes, diverse systems, from the CD player to deep-space communications, would not be technically feasible. The main challenge of error-correcting coding is to design the most appropriate codes for given channels, data representations, and applications. For instance, the codes used for deep-space communications focus on providing a high error protection for power limited signals, but the codes used for the CD player focus on performing the coding and decoding schemes at high throughput. Nowadays, advancements in the field of error-correcting codes play an important part in one of the most challenging topics of communication and network theory: building reliable high-speed wireless sensor networks.

1.2 Cryptography

There has always been a need to keep information secret from other parties. Now that global computer networks are thriving, the need for secrecy is more pronounced than ever. Already the exchange of sensitive information over the Internet such as credit card numbers is common practice. Protecting data and electronic systems is crucial to our way of living. Cryptography is the science of designing cryptosystems that are used to keep data secret, and to allow the secure transmission of data.

A basic outline of a communication system, where cryptosystems are implemented, is illustrated as follows. In a given communication system, Alice wants to send a message to Bob over a channel on which Oscar can eavesdrop. She encrypts
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her message (called *plaintext*) using an encryption rule depending on an encryption key, and sends the resulting message (*ciphertext*) through the communication channel. The encryption must prevent Oscar from recovering the plaintext. Bob receives the ciphertext and, using his decryption rule and key, recovers the original plaintext.

Two different types of cryptosystems have been developed in the literature. The first category is composed of *private-key* cryptosystems. In this case, only Alice and Bob know which key to use to encrypt a message to Bob. If the encryption and decryption keys are the same, then the cryptosystem is called *symmetric*. On the other hand, in a *public-key* cryptosystem, everyone knows the encryption key used to send messages to Bob. In this setting, Bob is the only individual who knows the decryption key, hence no eavesdropper can decrypt any message sent to Bob.

Cryptography is used to solve real-world problems that require security. Applications of cryptography include online banking, digital watermarking, and secret sharing. To illustrate the importance of cryptography, we consider the example of e-commerce. First, cryptography ensures secure identification by designing efficient password systems, allowing the user to prove his identity while logging on to his machine. Subsequently, secure transactions over open channels need to be carried out and credit card information needs to be protected from fraudulent merchants. Also, if a bill is to be sent from the merchant to the customer, digital signatures guarantee that a third party does not modify the received message.
1.3 Outline

In this thesis, the cryptosystems based on the theory of error-correcting codes are studied. Those systems are interesting alternatives to the RSA or ElGamal’s cryptosystems.

In Chapter 2, the first cryptosystem based on error-correcting codes, McEliece’s public-key cryptosystem, is reviewed. Its security is based on the NP-complete problem of bounded distance decoding of a linear code. Then, the focus is set to private-key adaptations of McEliece’s system. The GPT cryptosystem is also reviewed, with an introduction to the rank metric and Gabidulin codes.

The study of the security of the GPT cryptosystem leads to the definition of an optimal distortion parameter. In Chapter 3, the optimal distortion parameter is defined and its value is determined by an efficient algorithm. The behavior of the overall security of the system with respect to the choices of parameters is then discussed.

An adaptation of the GPT cryptosystem to a private-key cryptosystem is designed in Chapter 4. After a study of its security, it is proved that this private-key cryptosystem can achieve a higher level of security than the private-key adaptations of McEliece’s cryptosystem.

Finally, a summary of the findings is presented in Chapter 5.
Chapter 2

Background

This chapter gives an overview of concepts that are critical to the study of public-key and private-key cryptosystems using error-correcting codes. First McEliece’s system is studied. Then its private-key adaptations by Rao and Nam are examined. The rank metric and Gabidulin codes, along with the GPT cryptosystem, are also reviewed.

2.1 McEliece’s cryptosystem

The principle of public-key cryptosystems using error-correcting codes was established by McEliece in [McE78], two years after Diffie and Hellman [DH76] introduced the concept of public-key cryptography. In [McE78], McEliece proposed a new cryptosystem based on binary irreducible Goppa codes. The security of this system is based on the NP-complete problem of bounded distance decoding of a linear code.
[BMvT78]. Such a system can be theoretically generalized by replacing Goppa codes with any family of codes for which a polynomial-time decoding algorithm is known. In practice, however, it is difficult to find such a family of codes whose structure can be effectively hidden. In what follows, McEliece’s cryptosystem is described, and a summary of the cryptanalysis of McEliece’s system is given.

2.1.1 Presentation of McEliece’s cryptosystem

Let $G$ be the family of Goppa codes [Gop70, Ber73] over GF(2) of length $n = 2^l$, dimension $k$ and error correction capability $t$. Let $C$ be a Goppa code in $G$, generated by a $k \times n$ matrix $G$; let $S$ be a random $k \times k$ invertible matrix over GF(2); and let $P$ be an $n \times n$ permutation matrix. McEliece proposed to use the triple $(G, S, P)$ as a private key for his cryptosystem, with size equal to $nk + k^2 + nl$ bits. The public key is composed of $t$ and the matrix $G' = SGP$, and its size is equal to $nk$.

To encrypt a plaintext message $x$, Alice computes and sends the ciphertext $y = xG' + e$, where $e$, called the error vector, is a random vector of length $n$ over GF(2) with Hamming weight $t$. At the other end of the channel, the decryption process uses a polynomial-time decoding algorithm for Goppa codes [SKHN76]. To decrypt a ciphertext $y$, Bob computes $y' = yP^{-1} = xSG + eP^{-1}$. The Hamming weight of the vector $eP^{-1}$ is equal to $t$. It follows that the vector $y'$ is the sum of a codeword of the private code and a decodable error vector. Using the decoding algorithm for $C$, Bob retrieves $x' = xS$, and in the end recovers the plaintext by
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Calculating $x = x'S^{-1}$.

The complexity of the encryption process is given by $W_C = nk/2$ binary operations. The computational cost of decrypting a message is roughly equal to the work factor of the appropriate decoding algorithm of Goppa codes, which is approximately given by $W_D = 3lnt + 4l^2t^2$ binary operations [Loi01].

McEliece [McE78] also recommended the following parameters of the private code: $l = 10$, $n = 2^{10} = 1024$, $k = 524$, and $t = 50$. Using these parameters, the public key size is 524 kilobits, and the transmission rate is approximately 51%; the encryption and decryption complexities are respectively given by 512 and 5,101 binary operations per information bit.

2.1.2 **Cryptanalysis of McEliece’s cryptosystem**

In this section, possible attacks against McEliece’s system are considered and their efficiencies are discussed. Two types of attacks against McEliece’s cryptosystem have been proposed: *structural* (see, for example, [SS92]) and *decoding attacks* (see [CC98]).

A *structural attack* consists of recovering the private key from the public key. In most cases, it is based on finding an equivalent code to the *public code* for which a polynomial-time algorithm is known for the bounded distance decoding problem. Given such an algorithm, every intercepted message can be decrypted by Oscar, the attacker. It must be noted that this attack depends only on the structure of the *key*
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set.

Literature suggests that no efficient structural attack exists against McEliece’s system using Goppa codes. However, several attacks have shown that the use of other codes as private codes can lead to a dramatic loss of security. For instance, McEliece’s cryptosystem using generalized Reed-Solomon codes has been proved to be insecure against a structural attack by Sidelnikov and Shestakov in [SS92]. Sendrier [Sen98] also proved that concatenated codes are not suitable for McEliece’s cryptosystem, and Monico et al. [MRS00] demonstrated that LDPC codes should not be used, either. Many researchers suspect that the lack of apparent structure of Goppa codes contributes to their robustness against structural attacks.

Since structural attacks are inefficient, we shall consider decoding attacks. The principle of decoding attacks is to identify the plaintext directly from a given ciphertext. Unlike a structural attack that needs to be processed only once, a decoding attack must be performed when every new ciphertext is intercepted. The complexity of such attacks depends only on the length, dimension, and minimum distance of the codes in the key set.

There are two categories of decoding attacks: passive and active attacks. In a passive attack, Oscar only decodes the ciphertext according to the public code. Conversely, in an active attack, it can operate on several ciphertexts, or even ask Alice to send the same message several times. For further information about passive attacks, see [LB88, CC98]. The attack in [CC98] is the most efficient passive attack known to date and has an average work factor of approximately $2^{66}$ when the block
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size is maintained at 1024. For active attacks, refer to [Ber97, HGS99, KI01].

2.2 Rao-Nam private-key cryptosystem

As the previous section shows, McEliece introduced a public-key cryptosystem based on error-correcting codes which uses large keys. Private-key cryptosystems can offer a higher level of security and use smaller keys than public-key systems. Therefore, several private-key adaptations of this system have been designed to reduce the key sizes.

The first adaptation was proposed by Rao [Rao84]. However, this adaptation was not secure against chosen-plaintext attacks. To overcome this weakness, Rao and Nam [RN86] then introduced a revised private-key cryptosystem based on McEliece’s system. Both adaptations, and the security of the scheme, will now be presented and analyzed, with a focus on the ST attack.

2.2.1 PRAC

Rao’s initial scheme [Rao84], Private-key Algebraic-coded Cryptosystems (PRAC), is a direct adaptation of McEliece’s system: the encryption and decryption processes are exactly the same, but $G'$ is kept private as well as $S$, $G$ and $P$ to provide a higher level of security. Nevertheless, PRAC is vulnerable against chosen-plaintext attacks.

A chosen-plaintext attack consists of two steps: Step 1 determines $G'$ from a
large set of given plaintexts and corresponding ciphertexts, and Step 2 retrieves the
unknown plaintext $x$ from the received ciphertext $y$. Since Step 2 is analogous to
a decoding attack against McEliece’s system, we only consider Step 1 in detail. A
chosen-plaintext attack could proceed as follows. Let $x_1$ and $x_2$ be two plaintexts
differing in only one position, i.e., $x_1 - x_2 = u^i = (0 \cdots 010 \cdots 0)$ with a single 1
in the $i$-th position. It follows that $y_1 - y_2 = g'_i + (z_1 - z_2)$ where $g'_i$ is the $i$-th
row of the $G'$ matrix. The Hamming weight of $(z_1 - z_2)$ is at most $2t$, which is
usually much smaller than $n$. Thus, the majority of the bits of the vector $y_1 - y_2$
are those of $g'_i$ and $y_1 - y_2$ may be considered an estimate of $g'_i$. By repeating
the procedure several times, a sufficient number of estimates of $g'_i$ can be obtained.
From these estimates, the vector $g'_i$ is correctly determined by majority voting for
each position. This procedure, repeated for all $i = 1, 2, \ldots, k$, determines $G'$. Once
$G'$ is obtained, Oscar may proceed with Step 2, which requires a relatively small
work factor because $t$ is small.

2.2.2 The Rao-Nam scheme

In order to overcome the deficiencies of PRAC, Rao and Nam [RN86] introduced
an improved private-key system that offers robustness against the attack presented
above. Although Rao and Nam only considered a binary system, Struik and van
Tilburg [SvT87] generalized the scheme to any finite field $GF(q)$. The generalized
scheme is described as follows.
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Let $C$ be a linear code over $\text{GF}(q)$ with length $n$, dimension $k$, minimum distance $d$, generator matrix $G$ and parity check matrix $H$. The encryption matrix $E$ is constructed by: $E = SGP$, where $S$ is a $k \times k$ non-singular matrix over $\text{GF}(q)$ and $P$ is an $n \times n$ permutation matrix. The matrices $S$, $G$, and $P$ form the secret key.

The encryption of a given message $x$ of length $k$ over $\text{GF}(q)$ differs from the classical McEliece’s encryption scheme. Indeed, Alice sends the message $y = xE + zP = (xSG + z)P$, where $z$ is a length-$n$ error vector over $\text{GF}(q)$ with a Hamming weight roughly given by $w(z) = \frac{q-1}{q}n$. This property of $z$ is used to ensure that majority voting on the rows of $E$ cannot be applied.

The security of the system depends mostly on the error vector $z$. The main issue is therefore to define the set of error vectors in order to prevent a chosen-plaintext attack by majority voting on each row of the encryption matrix $E$. Rao and Nam proposed two methods to select a set of error vectors which satisfy the weight property and allow unique decoding. The first method uses $q = 2$ and $i$ adjacent errors (ATE) for $z$. The Rao-Nam system using ATE’s was cracked by Hin [Hin86], hence we shall not consider this method henceforth. The second technique consists of selecting one error vector from each coset of the standard array of the code $C$, meaning that each vector corresponds to one syndrome. There are $q^{n-k}$ cosets; thus, the set of error vectors will contain $q^{n-k}$ elements. This pre-defined set of error vectors is part of the secret key.

The decryption consists of three steps. First, Bob calculates $y' = yP^{-1} = xSG + z$. Then he computes the syndrome $s = y'H^T$ in order to identify the error
vector $z$. As a result, he calculates $y'' = y' - z = xSG$. Finally, the plaintext can be determined by computing $x = y''(SG)^{-R}$ where $(SG)^{-R}$ is the right inverse of the $(SG)$ matrix.

The decryption process of the Rao-Nam scheme can be described using an equivalent decoding algorithm. Denote the decryption matrix as $D = HP$, since $ED^T = (SGP)(HP)^T = 0$. The equivalent decoding algorithm proceeds as follows. First, compute the syndrome $s = yD^T$ and find the corresponding permuted error vector $zP$. As a result, calculate $y' = y - zP = xE$. Finally, calculate $c = y' E^{-R}$, where $E^{-R}$ is the right inverse of the matrix $E$.

The Rao-Nam scheme is more secure than PRAC against a chosen-plaintext attack based on majority voting. However, two remaining security weaknesses are exploited by the attack described in Section 2.2.3. The first weakness is the small number of different error vectors, which is given by $N = q^{n-k}$ for the syndrome-error table. Oscar has to encrypt on average $N \log N$ times to obtain all the error vectors [SvT87]. The second weakness is the possibility of estimating the rows of the encryption matrix $E$ by means of constructing unit vectors. The Rao-Nam scheme, while secure against the chosen-plaintext attack previously reviewed, is still vulnerable to more sophisticated attacks which are not based on majority voting.
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2.2.3 The ST attack

After introducing the security deficiencies of the Rao-Nam scheme, the most efficient attack to date is reviewed. The ST attack [SvT87] takes advantage of the weaknesses presented above. This section reviews the description of the attack given in [SvT87].

Let \( z_j \) and \( z_l \) be two error vectors and consider \( z_{j,l} = z_j - z_l \). The set of all permuted error vector differences will be denoted as \( D_P \overset{\text{def}}{=} \{z_{j,l}P\}_{j,l=1}^N \). Let \( \hat{z} \) denote a guessed error vector; thus, the difference between a guessed error vector and an actual error vector is given by \( \hat{z}_{j,l} = \hat{z}_j - z_l \). For any message \( x \), there are \( N \) distinct encryptions \( y_j \) possible, which will be denoted as \( E = \{y_j\}_{j=1}^N \). For any \( u^i \), we define \( x^i = x + u^i \). The set of encryptions of the vector \( x^i \) is denoted by \( E^i \).

The attack can be described as follows. In the beginning, Oscar encrypts an arbitrary message \( x \) until all the \( N \) different ciphertexts \( y_1, y_2, \ldots, y_N \) are obtained and then constructs a directed labeled graph \( \Gamma = (E, D_P) \). In this graph, the vertices are \( y_1, y_2, \ldots, y_N \), and the edge from vertex \( y_j \) to \( y_l \) has label \( y_j - y_l = z_{j,l}P \). Subsequently, the automorphism group \( Aut(\Gamma) \), consisting of all the permutations on \( E \) that leave all the labels \( z_{j,l}P \) invariant, is constructed. Next, Oscar operates on a message \( x^i = x + u^i \). First, the \( N \) different ciphertexts \( y_j^i \) are obtained. Afterwards, the graph \( \Gamma^i = (E^i, D_P) \) is formed. Then an automorphism \( \phi \) from the automorphism group \( Aut(\Gamma) \) is chosen at random. The mapping induced by \( \phi \) from \( \Gamma^i \) onto \( \Gamma \) produces \( N \) vectors \( y_1^i, y_2^i, \ldots, y_N^i \) synchronized in a certain manner with
\( y_1, y_2, \ldots, y_N \). For any \( 1 \leq j \leq n \),

\[
y^i_j - y_j = (x^i E + \hat{z}_j^i P) - (x E + z_j P) = e_i + \hat{z}_{j,j} P.
\]

With probability \( |Aut(\Gamma)|^{-1} \), the row \( e^i \) of the \( E \) matrix will be correctly estimated as there exists an automorphism \( \phi \) such that \( \hat{z}_{j,j} = 0 \). The correctness of a row cannot be verified independently from the other rows, therefore the entire estimate of the encryption matrix has to be constructed prior to verifying its correctness. On average, we can expect that \( |Aut(\Gamma)|^k \) guessed encryption matrices \( \hat{E} \) need to be generated before the correct one can be obtained. Once \( \hat{E} \) is found, Oscar calculates the decryption matrix \( \hat{D} \) and the \( \hat{E}^{-R} \) matrix and builds the syndrome-error table. If the estimated solution is not correct, then another automorphism \( \phi \) is chosen and the procedure is repeated. Below is a summary of the algorithm for the ST attack:

**ST attack algorithm**

1. Encrypt a message \( x \) until all its \( N \) different encryptions \( y_1, y_2, \ldots, y_N \) are obtained.

2. Construct the directed complete graph \( \Gamma = (\mathcal{E}, \mathcal{D}_P) \) and the automorphism group \( Aut(\Gamma) \).

3. For \( 1 \leq i \leq k \), select a message \( x^i \) such that \( x^i = x + u^i \). Repeat Step 1 for \( x^i \) and construct \( \Gamma^i = (\mathcal{E}^i, \mathcal{D}_P) \).
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4. For $1 \leq i \leq k$, select a random automorphism $\phi$ from the automorphism group $\text{Aut}(\Gamma)$. Map $\Gamma^i$ on $\Gamma$ according to $\phi$ and calculate $\hat{e}^i = y^i_j - y_j$.

5. Construct the encryption matrix $\hat{E}$, the decryption matrix $\hat{D}$, the matrix $\hat{E}^{-R}$ and the syndrome-error table and verify the solution. If the solution is not correct, repeat Steps 4 and 5.

From the review of the ST attack algorithm, the number of encryptions and the computational costs can be derived. Oscar needs $O(kN \log N)$ encryptions on average to obtain all the necessary ciphertexts and has to run $O(knN^2 \log N + kn|\text{Aut}(\Gamma)|^k)$ operations over GF($q$). It then appears that $|\text{Aut}(\Gamma)|$ is a measure of the computational security of the generalized Rao-Nam scheme. $|\text{Aut}(\Gamma)|$ is actually determined by the set of error vectors and is upper bounded by $N$.

2.3 The GPT cryptosystem

The rank metric was introduced by Gabidulin in [Gab85], where the similarities and differences between the Hamming metric and the rank metric were discussed. In [Gab85], the Singleton bound was generalized and a family of codes that achieve the Singleton bound was defined. These codes, called Gabidulin codes, actually are analogous to generalized Reed-Solomon codes. A polynomial-time decoding algorithm for these codes was also proposed. Gabidulin, Paramonov and Tretjakov introduced a public-key cryptosystem, referred to as the GPT cryptosystem henceforth, based
on Gabidulin codes [GPT91]. In this section, the rank metric and Gabidulin codes are reviewed, and the GPT cryptosystem is studied.

### 2.3.1 The rank metric

Let $\gamma_1, \gamma_2, \ldots, \gamma_m$ be a basis of $\text{GF}(q^m)$ over $\text{GF}(q)$. Every element $b \in \text{GF}(q^m)$ can be expressed as $b = \sum_{i=1}^{m} b_i \gamma_i$ where $b_i \in \text{GF}(q)$. A vector $\mathbf{b}$ of length $n$ over $\text{GF}(q^m)$ can be represented as an $m \times n$ matrix over $\text{GF}(q)$. The rank norm and the rank metric over $\text{GF}(q^m)^n$ can be defined as follows:

#### Definition 1 (Rank norm)

Let $\mathbf{a} = (a_1, a_2, \ldots, a_n)$ be a vector of length $n$ over $\text{GF}(q^m)$. Let $\mathbf{A}$ be the $m \times n$ matrix consisting of the coordinates $a_i$ of $\mathbf{a}$ with respect to the basis $\gamma_1, \gamma_2, \ldots, \gamma_m$. $\mathbf{A} = (a_{ij})_{i=1,j=1}^{m,n}$ where $a_j = \sum_{i=1}^{m} a_{ij} \gamma_i$. The rank norm of the vector $\mathbf{a}$, denoted as $rk(\mathbf{a})$, is defined to be the rank of the matrix $\mathbf{A}$ over $\text{GF}(q)$, i.e., $rk(\mathbf{a}) \stackrel{\text{def}}{=} rk(\mathbf{A})$.

#### Definition 2 (Rank metric)

Let $\mathbf{a}$ and $\mathbf{b}$ be two vectors of length $n$ over $\text{GF}(q^m)$, the function $d_{rk}$ defined by $d_{rk}(\mathbf{a}, \mathbf{b}) \stackrel{\text{def}}{=} rk(\mathbf{a} - \mathbf{b})$ is a metric over $\text{GF}(q^m)^n$, called the rank metric.

We can therefore define the minimum rank distance $d_r$ of a linear code similarly to its minimum Hamming distance $d_H$. It can be shown that $d_r \leq d_H$. Due to the Singleton bound of linear block codes, the minimum rank distance $d_r$ of an $(n, k)$ linear block code over $\text{GF}(q^m)$ satisfies

$$d_r \leq n - k + 1. \quad (2.1)$$
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An alternative bound on the minimum rank distance is also given in [Gab85]:

\[ d_\ast \leq \frac{m}{n}(n - k) + 1. \] 

(2.2)

For \( n \leq m \), the bound in (2.1) is tighter than that in (2.2). In contrast, the bound in (2.2) is tighter when \( n > m \).

2.3.2 Gabidulin codes

The codes which achieve the Singleton bound for the rank metric with equality are called Maximum Rank Distance (MRD) codes. In [Gab85], Gabidulin constructed a family of MRD codes over GF\((q^m)\) of length \( n \leq m \). He also proposed a polynomial-time algorithm for the bounded distance decoding of Gabidulin codes in the rank metric. Below, the formal definition of Gabidulin codes is given.

**Definition 3 (Gabidulin codes)** When \( n \leq m \), let \( g = (g_1, g_2, \ldots, g_n) \) be linearly independent elements of GF\((q^m)\). Then the code defined by the following generator matrix

\[
G = \begin{pmatrix}
g_1 & g_2 & \ldots & g_n \\
g^{[1]}_1 & g^{[1]}_2 & \ldots & g^{[1]}_n \\
\vdots & \vdots & \ddots & \vdots \\
g^{[k-1]}_1 & g^{[k-1]}_2 & \ldots & g^{[k-1]}_n
\end{pmatrix}
\]

where \([i] = q^i\) is called a Gabidulin code, with dimension \( k \), generated by \( g = (g_1, g_2, \ldots, g_n) \).
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The most important feature of Gabidulin codes is the existence of a polynomial-time algorithm for their decoding in the rank metric. Indeed, Gabidulin codes are analogous to Reed-Solomon codes for a special class of polynomials, called linearized polynomials. The extended Euclidean algorithm for linearized polynomials may be used to design a decoding algorithm for Gabidulin codes (see [Gab85] or [Gab91]). To learn more about linearized polynomials, see the review in [LN83] or the fundamental papers by Ore [Ore33, Ore34].

2.3.3 Description of the GPT cryptosystem

Gabidulin, Paramonov and Tretjakov designed in [GPT91] a new public-key cryptosystem, which is quite similar to McEliece’s system. Instead of using codes which have a decoding algorithm in the Hamming metric, the GPT system uses Gabidulin codes defined with respect to the rank metric. Due to the properties of the rank metric, this system is more robust against decoding attacks than McEliece’s system. Hence, we can, in theory, use smaller key sizes around several kilobits, instead of the several hundreds of kilobits normally used to achieve a good level of security for McEliece’s cryptosystem. To produce the public key, the structure of the secret Gabidulin code has to be broken using a specific matrix, called the distortion matrix. The elements of the GPT cryptosystem are described as follows.

The private key consists of the triple \((G, S, X)\), where \(G\) is a \(k \times n\) generator matrix of a Gabidulin code over \(\text{GF}(q^m)\), with length \(n \leq m\) and error correction
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capability $t$; $S$ is an invertible $k \times k$ random matrix over $\text{GF}(q^m)$; and $X$ is a $k \times n$ matrix over $\text{GF}(q^m)$ such that $\forall c = (c_1, c_2, \ldots, c_k) \in \text{GF}(q^m)^k$, $\text{rk}(cX) \leq t_1$, where $t_1 < t$. $X$ is called the *distortion matrix* with *distortion parameter* $t_1$. The public key is given by the distortion parameter $t_1$ and $G' = SG + X$. The code over $\text{GF}(q^m)$ defined by the generator matrix $G'$ is called the public code.

To encrypt the plaintext $c$ of length $k$, Alice computes and sends the length-$n$ vector $y = cG' + e$ where $e$ is a random error vector with length $n$ and rank $\leq (t - t_1)$. The decryption of a ciphertext $y$ relies on the existence of the decoding algorithm of Gabidulin codes in the rank metric. Since $y = cSG + (cX + e)$, where $\text{rk}(cX + e) \leq t$, Bob applies the decoding algorithm of Gabidulin codes and retrieves the vector $c' = cS$, and subsequently computes $c = c'S^{-1}$.

Having reviewed the cryptosystem, its performance in terms of computational costs is now studied. The cost of encrypting a message with length $k$ is on average equal to $nk/2$ multiplications in $\text{GF}(q^m)$. The computational cost of decrypting a message with length $n$ is equal to the cost of decoding a vector and the cost of a $k \times k$ matrix inversion. The cost of the decryption process is therefore approximately equal to $O(t^3 + nt + k^3)$ multiplications in $\text{GF}(q^m)$ [Loi01].

The main drawback of McEliece’s system is the size of its public keys. Indeed, if the parameters proposed in [CC98] are used, then the public key size is roughly 628,000 bits. On the other hand, the size of the public key $G'$ used in the GPT cryptosystem is only $mnk\log_2(q)$ bits. The following parameters were suggested in [GPT91]: $q = 2$, $m = n = 20$, $k = 12$, $t_1 = 1$. Using the recommended
parameters, the public key size, given by 4,800 bits, has been dramatically reduced from McEliece’s system.

Note that a large number of distortion matrices can be produced [Loi01], even for small parameters. Hence any attack based on the exhaustive enumeration of the set of distortion matrices is prevented. More precisely, the most efficient structural attack against the GPT system [Gib95] can be overcome for reasonable values of $n$ and $m$. Finally, the GPT cryptosystem appears to be more robust against decoding attacks than McEliece’s system.

2.3.4 Attacks against the GPT cryptosystem

Two types of attacks — decoding and structural attacks — against the GPT cryptosystem have been proposed. In [CS96], a general decoding algorithm in the rank metric is introduced, and a decoding attack is derived. Its work factor is on the order of $O \left( (n(t - t_1) + m)^3 q^{(m-t+t_1)(t-t_1-1)} \right)$. More recently, Ourivski and Johansson [OJ02] have proposed two attacks that have similar yet smaller work factors than the attack in [CS96]. The attacks proposed by Ourivski and Johansson are the best decoding attack to our knowledge.

In [Gib96], Gibson proposed a structural attack against the GPT cryptosystem which has a work factor on the order $O \left( (n - 2t)^3 q^{t_1(n-t_1)} \right)$ [Loi01]. Following the same idea, Overbeck [Ove05] proposed a promising structural attack, but did not give its work factor.
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Optimal distortion parameter for GPT

One of the main problems while designing a cryptosystem is to determine the parameter values that can achieve the highest security. Against the GPT cryptosystem, decoding and structural attacks have been proposed. Since the distortion parameter for the GPT cryptosystem affects its security against structural and decoding attacks in different fashions, given a structural attack and a decoding attack, we define the optimal distortion parameter for the GPT cryptosystem with respect to the two attacks to be the distortion parameter that maximizes the work factor of the better attack. The work factors achieved by the GPT cryptosystem using the optimal distortion parameter thus give a guaranteed level of security against the two given attacks. We also show that under reasonable assumptions, the optimal
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distortion parameter always exists and is unique. Furthermore, we illustrate how to compute and approximate the optimal distortion parameter against two well-known attacks and study the behavior of the work factors achieved.

3.1 Definitions and properties

The work factors of the attacks depend on all four parameters — $m$, $n$, $t_1$, and $t$ — of the GPT cryptosystem. The degree of extension $m$ of the field, the block length $n$, and the error correction capability $t$ of the Gabidulin code depend on the generator matrix $G$ of the secret Gabidulin code, and are usually given. However, although $t_1$ determines the robustness against the attacks, how best to choose $t_1$, to our knowledge, has not been considered in the literature. Thus, we assume that $m$, $n$ and $t$ are fixed, and try to determine the best value for $t_1$. Given the triple $(m, n, t)$ and a decoding attack and a structural attack, our goal is to find the optimal value of $t_1$, denoted as $t_o$, such that the GPT system achieves the highest level of security against both attacks. Let us define

$$W_m(t_1) \overset{\text{def}}{=} \min(W_d(t_1), W_s(t_1)),$$

where $W_d(t_1)$ and $W_s(t_1)$ denote the work factors of the given decoding and structural attacks respectively. Note that $W_d$, $W_s$, and hence $W_m$ are all functions of $t_1$, which is a discrete variable from the set $T = \{1, 2, \ldots, t - 1\}$. Below, it is sometimes convenient to treat $t_1$ as a real-valued variable from the interval $I = [1, t - 1]$ and to treat both $W_d(t_1)$ and $W_s(t_1)$, and hence $W_m(t_1)$, as continuous functions on $I$ by
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interpolation on $T$. Intuitively, if $t_1$ increases, the structure of the secret Gabidulin code is better hidden by the distortion matrix and hence the work factor of any reasonable structural attack increases. In contrast, when $t_1$ increases, the rank of the error vector $t - t_1$ decreases and a decoding attack will have a smaller work factor. In the discussions below, the decoding and structural attacks are said to *satisfy the monotone conditions* over $T$ (or $I$ respectively) if their respective work factors $W_d(t_1)$ and $W_s(t_1)$ are strictly monotone decreasing and increasing functions with $t_1$ over $T$ (or $I$ respectively) respectively.

We define the *optimal distortion parameter* $t_o$ with respect to the given structural and decoding attacks as

$$t_o \overset{\text{def}}{=} \arg \max_{t_1 \in T} (W_m(t_1)).$$

(3.1)

Clearly, $t_o$ depends on the two given attacks, although to simplify notations such dependence is not reflected in the notation. We can show that

**Proposition 1** *If the given structural and decoding attacks satisfy the monotone conditions over $T$, then the optimal distortion parameter $t_o$ with respect to the two given attacks always exists and is unique.*

It is also instrumental to study the unique value in $I$, $t_1^*$, that maximizes $W_m$. That is,

$$t_1^* \overset{\text{def}}{=} \arg \max_{t_1 \in I} (W_m(t_1)).$$

(3.2)

Similarly, we can show that
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Proposition 2 If the given structural and decoding attacks satisfy the monotone conditions over \( I \), then \( t_1^* \) always exists and is unique. Furthermore, \( t_o \) is either \( \lfloor t_1^* \rfloor \) or \( \lfloor t_1^* \rfloor + 1 \).

By Proposition 2, if we can find \( t_1^* \), we only need to evaluate \( W_m(\lfloor t_1^* \rfloor) \) and \( W_m(\lfloor t_1^* \rfloor + 1) \) and to compare them to determine \( t_o \). More generally, we have

Proposition 3 If the given structural and decoding attacks satisfy the monotone conditions over \( I \) and \( l \leq t_1^* \leq u \), then \( \lfloor l \rfloor \leq t_o \leq \lceil u \rceil \).

Thus, we only need to evaluate \( W_m(t_1) \) and pick \( t_o \) from between \( \lfloor l \rfloor \) and \( \lceil u \rceil \).

Proofs of Propositions 1, 2, and 3 are straightforward and hence omitted from this section. Moreover, when the given attacks satisfy both the monotone conditions and \( W_d(1) \geq W_s(1) \) and \( W_d(t - 1) \leq W_s(t - 1) \), \( t_1^* \) is given by the unique point at which the two functions cross over each other. Finally, if we further assume that \( W_d(\cdot) \) has an inverse function \( W_d^{-1}(\cdot) \), then \( t_1^* = W_d^{-1}(W_s(t_1^*)) \). That is, \( t_1^* \) is the unique fixed point of the function \( W_d^{-1}(W_s(\cdot)) \).

We remark that the advantage of defining the optimal distortion parameter with respect to the two given attacks is that the optimal distortion parameter can be updated as more efficient attacks emerge. Given a triple \((m, n, t)\), \( \maxmin(m, n, t) \) represents the work factor guaranteed by the GPT cryptosystem with respect to the two given attacks. However, it is in general difficult to obtain \( t_o \) directly.

For small values of \( t \), an exhaustive search on all possible values of \( t_1 \) can be used to determine \( t_o \). However, as illustrated in Section 3.2, \( t_o \) can be computed with
low complexity when $t$ is large. If necessary, $t_o$ can even be approximated with no computation as shown in Section 3.2.2.

3.2 Finding the optimal distortion parameter

In this section, we use the work factors of the attacks in [CS96] and [Gib96] to illustrate how to find $t_o$ with low complexity. We remark that the attacks in [CS96] and [Gib96] are used since both are well known and the attack in [Gib96] is the best structural attack whose work factor is known to us. The attack proposed by Overbeck [Ove05] seems promising, but its work factor is unknown to us. The attack in [CS96] is similar to the attacks proposed by Ourivski and Johansson [OJ02], which are the best decoding attacks to our knowledge. Thus, we conjecture that the approach used below can be extended to other similar attacks as well.

3.2.1 Finding the exact value

We consider only the respective dominant terms of the work factors of the attacks in [CS96] and [Gib96]. This approximation should have little effect on $t_o$ in all practical cases. Hence, the work factor of the decoding attack in [CS96] is given by $W_d(t_1) = c_d [n(t - t_1) + m]^3 \cdot q^{(m-t+t_1)(t-t_1-1)}$. Similarly, the work factor of the structural attack in [Gib96] is given by $W_s(t_1) = c_s (n - 2t)^3 \cdot q^{t_1(n-t_1)}$. Note that $c_d$ and $c_s$ are both constants.

We will first consider the case where $\frac{c_s}{c_d} = 1$, and then extend our approach
to the more general case. It is easy to verify that $W_d(t_1)$ and $W_s(t_1)$ are strictly monotone decreasing and increasing over $I$ respectively. Moreover, one can check that $W_d(1) > W_s(1)$ and $W_d(t - 1) < W_s(t - 1)$. Hence, there is a unique cross-over point between the two functions. This cross-over occurs exactly at $t_1^*$. It is, however, unnecessary to find a closed formula for $t_1^*$ since, in the end, we only care about the integers surrounding $t_1^*$. Due to Proposition 3, it suffices to bound $t_1^*$ tight enough so that only a few choices are left for $t_o$. If we can bound $t_1^*$ between two numbers $l_a$ and $u_a$ which differ by less than 1 but have different floors, then we have only three possibilities for $t_o$: $\lfloor l_a \rfloor$, $\lceil l_a \rceil = \lfloor u_a \rfloor$, or $\lceil u_a \rceil$. If $l_a$ and $u_a$ have the same floor, we have only two possibilities for $t_o$: $\lfloor l_a \rfloor$ or $\lfloor l_a \rfloor + 1$.

Since $t_1^*$ is given by the cross-over point, we have

$$W_d(t_1^*) = W_s(t_1^*).$$

Now let us assume that the characteristic $q$ of the field is 2. Taking $\log_2$ on both sides and assuming that $\log_2 \left( \frac{c_2}{c_1} \right) = 0$, we have

$$t_1^*(-m - n + 2t - 1) + f(t_1^*) + mt - m + t - t^2 = 0, \quad (3.3)$$

where $f(t_1) = 3 \log_2 \left[ \frac{n(t-t_1)+m}{n-2t} \right]$. Rearranging (3.3), we obtain

$$t_1^* = \frac{-t^2 + t(m + 1) - m}{m + n + 1 - 2t} + \frac{f(t_1^*)}{g(t_1^*)} \quad (3.4)$$

Let $\tilde{g}(t_1) \overset{\text{def}}{=} c_0 + g(t_1)$, then $t_1^*$ is a fixed point of $\tilde{g}(\cdot)$ and it can be shown that the
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fixed point is unique. Note that $c_0$ is a constant whose value depends on $m$, $n$, and $t$.

Now, let us bound the value of $t_1^*$. Since $g(t_1^*) > 0$ over $I$,

$$c_0 \leq t_1^* \leq t - 1. \quad (3.5)$$

Note that $\bar{g}(t_1)$ is a decreasing function in $t_1$ on $I$ and $\bar{g}(t_1) > 0$, so applying the function $\bar{g}(\cdot)$ to all the terms in (3.5) leads to

$$\bar{g}(t - 1) \leq \bar{g}(t_1^*) = t_1^* \leq \bar{g}(c_0). \quad (3.6)$$

If we go on and recursively apply the function $\bar{g}$ to all the terms in (3.5), we obtain a sequence of lower and upper bounds on $t_1^*$. The sequence of lower and upper bounds of $t_1^*$ is given by

$$u_0 = t - 1 \quad l_0 = c_0$$

$$u_{i+1} = \bar{g}(l_i) \quad l_{i+1} = \bar{g}(u_i).$$

Clearly, $l_i \leq t_1^* \leq u_i$ for $i = 0, 1, \ldots$. In fact, it can be shown that the series $u_i$ and $l_i$ both converge to $t_1^*$ (proof is given in Appendix A.1). However, we will show next that the bounds in (3.6) are sufficient.

Let us denote the difference between the upper and lower bounds in (3.6) as

$$h(m, n, t) \overset{\text{def}}{=} \bar{g}(c_0) - \bar{g}(t - 1)$$

$$= \frac{3}{m + n + 1 - 2t} \log_2 \left[ \frac{n(t - c_0) + m}{n + m} \right].$$

We can show that
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**Proposition 4** \( h(m, n, t) < 1 \).

The proof of Proposition 4 is given in Appendix A.2. Hence, it is only necessary to check at most three choices to obtain \( t_0 \). In fact, \( h(m, n, t) \) often is so small that both bounds have the same floor; hence, only two integers have to be checked to obtain \( t_0 \).

We have assumed \( c_s c_d = 1 \) in the discussions above. This assumption is justified when the order of the work factor is much more important than the constant coefficient in the work factor. Hence, the distortion parameter obtained under the assumption that \( c_s c_d = 1 \) is optimized with respect to the orders of the work factors for the two attacks. When \( c_s \) and \( c_d \) are far apart, it is necessary to take the constant coefficients in the work factors into account. When \( c_s c_d \) has to be accounted for, \( c_0 \) in (3.5) becomes

\[
c_0 = \frac{-t^2 + t(m + 1) - m - \log_2 \left( \frac{c_s}{c_d} \right)}{m + n + 1 - 2t}.
\]

If \( c_0 \geq t - 1 \), it is clear that \( t_0 = t - 1 \). Otherwise, we redefine \( l_0 = \max \{1, c_0\} \), and the recursive algorithm proposed above is still applicable.

In Table 3.1, we show the optimal distortion parameter \( t_0 \) and its corresponding \( \max\text{min}(m, n, t) \) with respect to the attacks in [CS96] and [Gib96] for \((m, n) = (32, 32)\) and variable \( t \). We assumed that \( c_s c_d = 1 \). We note that \( t_0 \) is selected between two possibilities in all the cases.
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<table>
<thead>
<tr>
<th>$t$</th>
<th>$u_0$</th>
<th>$l_0$</th>
<th>$u_1$</th>
<th>$l_1$</th>
<th>$t_o$</th>
<th>$\log_2(\text{maxmin})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>0.4918</td>
<td>0.5665</td>
<td>0.5505</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>0.9831</td>
<td>1.0793</td>
<td>1.0491</td>
<td>1</td>
<td>45</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>1.4737</td>
<td>1.5912</td>
<td>1.5482</td>
<td>2</td>
<td>49</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>1.9636</td>
<td>2.1029</td>
<td>2.0477</td>
<td>2</td>
<td>73</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>2.4528</td>
<td>2.6149</td>
<td>2.5478</td>
<td>3</td>
<td>79</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>2.9412</td>
<td>3.1276</td>
<td>3.0488</td>
<td>3</td>
<td>99</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>3.4286</td>
<td>3.6415</td>
<td>3.5510</td>
<td>4</td>
<td>105</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>3.9149</td>
<td>4.1573</td>
<td>4.0548</td>
<td>4</td>
<td>123</td>
</tr>
<tr>
<td>10</td>
<td>9</td>
<td>4.4000</td>
<td>4.6758</td>
<td>4.5610</td>
<td>5</td>
<td>130</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>4.8837</td>
<td>5.1983</td>
<td>5.0706</td>
<td>5</td>
<td>144</td>
</tr>
<tr>
<td>12</td>
<td>11</td>
<td>5.3659</td>
<td>5.7268</td>
<td>5.5854</td>
<td>6</td>
<td>153</td>
</tr>
<tr>
<td>13</td>
<td>12</td>
<td>5.8462</td>
<td>6.2648</td>
<td>6.1088</td>
<td>6</td>
<td>163</td>
</tr>
<tr>
<td>14</td>
<td>13</td>
<td>6.3243</td>
<td>6.8203</td>
<td>6.6486</td>
<td>7</td>
<td>174</td>
</tr>
<tr>
<td>15</td>
<td>14</td>
<td>6.8000</td>
<td>7.4173</td>
<td>7.2286</td>
<td>7</td>
<td>178</td>
</tr>
</tbody>
</table>

Table 3.1: The optimal distortion parameter and its corresponding maxmin($m, n, t$) with respect to the attacks in [CS96] and [Gib96] for ($m, n$) = ($32, 32$) and variable $t$. 
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We note that $t_o = [t/2]$ for all the cases in Table 3.1. We show in this section that this is not a coincidence and that, assuming $n > 4$ and moderate $m$, $[t/2]$ is a good approximation for $t_o$. Thus, for real-time applications, $t_o$ can be obtained with no computation if necessary. Since $t_1^* = \frac{t-1}{2} + a(m, n, t) + g(t_1^*)$, where

$$a(m, n, t) = \frac{(m - n - 1)(t - 1)}{2(m + n + 1 - 2t)},$$

we will in turn show that $t_1^*$ is close to $\frac{t-1}{2}$ by illustrating that the two correcting terms $a(m, n, t)$ and $g(t_1^*)$ are both small.

In Appendix A.3, we first show that

**Lemma 1** For all $t$, $n$, and $m$, $a(m, n, t)$ satisfies

$$-\frac{m - 2}{4(m + 1)} \leq a(m, n, t) \leq \frac{(m - 3)^2}{16(m + 1)}. \tag{3.8}$$

Both bounds in (3.8) are small for moderate $m$. Indeed, for $m = 32$, (3.8) becomes $-0.23 \leq a(m, n, t) \leq 1.6$.

In Appendix A.4, we also show that

**Lemma 2** For all $t$, $n$, and $m$, $g(t_1^*)$ satisfies

$$0 < g(t_1^*) \leq \frac{3}{m+1} \log_2 \left[ m \frac{m^2 + 8m + 4}{4m + 4} \right]. \tag{3.9}$$

For moderate $m$, the upper bound in Lemma 2) is small. For $m = 32$, the upper bound in (3.9) is 0.76.

Due to Lemmas 1 and 2, the value of $t_1^*$ is close to $\frac{t-1}{2}$ and hence $t_o \approx [t/2]$ for $n > 4$ and moderate $m$. 
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3.3 Discussions

Now that we have obtained the optimal distortion parameter and its corresponding maxmin\((m, n, t)\) with respect to the attacks in [CS96] and [Gib96], we compare maxmin\((m, n, t)\) with the security of McEliee’s cryptosystem. We then study the behavior of maxmin\((m, n, t)\) when the parameters of the GPT cryptosystem vary. This study provides guidelines on how to select the parameters for the GPT cryptosystem.

3.3.1 Comparison with McEliece’s cryptosystem

The public key size of McEliece’s cryptosystem is roughly \(nk\) [Loi01], and the work factor of the best attack against it is given in [CC98]. Setting \(n = 1024\), the optimal parameter for McEliece’s system given in [CC98] — \(k = 614\) and \(t = 41\) — leads to a public key size of roughly 629,000 bits and a work factor of \(2^{66}\) [CC98]. To maintain the same block length, we use \(m = n = 32\) for the GPT cryptosystem. Furthermore, \(k = 20\) \((t = 6)\) is selected so as to achieve approximately the same rate as McEliece’s system above. From Table 3.1, this set of parameters leads to the optimal distortion parameter \(t_o = 3\) and a work factor of at least \(2^{79}\) against the attacks in [CS96] and [Gib96]. Using these parameters, the public key size, roughly \(nkm\) [Loi01], is reduced to approximately 20,000 bits. Thus, in comparison to McEliece’s cryptosystem, the GPT public-key cryptosystem achieves a higher security level with much smaller key sizes.
3.3.2 The behavior of $\text{maxmin}(m, n, t)$

In this section, we study the behavior of $\text{maxmin}(m, n, t)$ when $n$ and $t$ vary. Thus, we will use $W_d(t_1; m, n, t)$ and $W_s(t_1; m, n, t)$ to denote the work factors of the given decoding and structural attacks to avoid confusion. In Figure 3.1, we fix $m = 32$ and show $\text{maxmin}(m, n, t)$ as a function of $t$ with $n$ varying from 20 to 32. Note that $\text{maxmin}(m, n, t)$ is well-defined only on $t \in \{0, 1, \ldots, \left\lfloor \frac{n-1}{2} \right\rfloor \}$. The curves for $\text{maxmin}(m, n, t)$ shown in Figure 3.1 are obtained simply by connecting the points with straight lines.

![Figure 3.1: The guaranteed work factors $\text{maxmin}(m, n, t)$ as a function of $t$, $m = 32$ and $n$ varies from 20 to 32](image)

As we can see, there are some points where a range of values of $n$ lead to approximately the same $\text{maxmin}$ value. We refer to these points as *tradeoff points,*
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Figure 3.2: The guaranteed work factors $\text{maxmin}(m, n, t)$ as a function of $t$, $m = 32$ and $n$ varies from 26 to 32

where we can choose either a larger transmission rate ($n$ large) or a smaller key size ($n$ small) with roughly the same level of security. One of these points is magnified in Figure 3.2. In Figure 3.2, when $t = 6$, the values of $\text{maxmin}(32, n, 6)$ for $n$ from 26 to 32 are quite close. At this tradeoff point, if $n = 26$, then the transmission rate is only approximately 54%, but the public key size is roughly 11,000 bits; on the other hand, if $n = 32$, the transmission rate is increased to 62.5%, but the key size is nearly doubled to 20,000 bits. Thus, the appropriate value for $n$ should be chosen carefully. We also observe that, for some values of $n$ in Figures 3.1 and 3.2, increasing $t$ by 1, which leads to a smaller transmission rate, affects $\text{maxmin}(m, n, t)$ very little. For example, the values of $\text{maxmin}(32, 26, 7)$ and $\text{maxmin}(32, 26, 6)$ are very close. Clearly, these cases (for example $(m, n, t) = (32, 26, 7)$) should be avoided.
Figure 3.3: $W_s$ and $W_d$ and values of maxmin. The small circles or squares not only help to differentiate the curves, but also mark the locations of $t_o$.

The two observations above are due to the different properties of $W_d(t_1; m, n, t)$ and $W_s(t_1; m, n, t)$: $W_d(t_1; m, n, t)$ is sensitive to the parameter $t$ but not to $n$, while $W_s(t_1; m, n, t)$ is sensitive to the parameter $n$ but not to $t$. The work factors $W_d(t_1; 32, n, t)$ and $W_s(t_1; 32, n, t)$ for $n = 26, 29$, and $32$ and $t = 5, 6$, and $7$ are shown in Figure 3.3. Due to the above properties, in Figure 3.3 the 18 curves fall into 6 groups, whose legends are also given. The tradeoff point at $t = 6$ shown in Figure 3.2 occurs because when $t = 6$ and $26 \leq n \leq 32$, $t_1^*$ falls between $2.5$ and $3$ and $t_o = 3$ for these cases. In these cases, $\text{maxmin}(32, n, 6) = W_d(3; 32, n, 6)$. Since $W_d(t_1; m, n, t)$ is not sensitive to $n$, $\text{maxmin}(32, n, 6)$ are roughly equal for $26 \leq n \leq 32$. Note that when $t = 6$ and $n = 26$, $t_1^*$ is close to $3$. Thus, $W_s(3; 32, 26, 6) \approx W_d(3; 32, 26, 6)$. Hence, $t_o = 3$ and $\text{maxmin}(32, 26, 6) = W_d(3; 32, 26, 6)$. When
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$t = 7$ and $n = 26$, $t^*_1$ is close to 3.5 and $t_o = 3$. In this case, $\text{maxmin}(32, 26, 7) = W_s(3; 32, 26, 7) \approx W_s(3; 32, 26, 6) \approx W_d(3; 32, 26, 6) = \text{maxmin}(32, 26, 6)$. Thus, when $n = 26$ there is little improvement in $\text{maxmin}(m, n, t)$ when $t$ is increased from 6 to 7.

3.4 Conclusions

In this section, the optimal distortion parameter is defined to be the one that maximizes the work factor of two given structural and decoding attacks. That is, the GPT cryptosystem with the optimal distortion parameter achieves the largest work factor with respect to the two given attacks. The optimal distortion parameter also has useful properties under reasonable assumptions. It is then shown how to compute and approximate with low complexity the optimal parameter with respect to two well-known attacks. Finally, the behavior of the work factors achieved using the optimal distortion parameters is studied so as to facilitate the choices of the parameters for the GPT system.
Chapter 4

Private-key cryptosystems

The Gabidulin-Paramonov-Tretjakov (GPT) public-key cryptosystems, based on Gabidulin codes, seem to have some advantages over McEliece’s public-key cryptosystems using Goppa codes. In this section, we introduce a private-key adaptation of the GPT cryptosystem. Two setups are proposed, one being the direct adaptation and the other using a permutation matrix, then their characteristics are studied. A new attack is given against these schemes, from which some values to avoid for the parameters of the system are found. Their robustness against other attacks is also shown. Finally, proof is given that they outperform the private-key adaptations of McEliece’s system. This section expands the ideas introduced in [GY05b].
4.1 New private-key cryptosystems based on the rank metric

4.1.1 Description and considerations of the new systems

The GPT cryptosystem is now adapted to private-key ciphers. First, consideration is given to a direct adaptation of the GPT system. That is, the encryption and decryption matrices and the way of selecting the error vectors (all error vectors have a rank of $t - t_1$) remain the same. However, the encryption matrix $E$ is not published.

An alternative is to use a permutation matrix in the encryption as in the Rao-Nam scheme. The encryption matrix then becomes $E = SGP + XP$, where $P$ is an $n \times n$ permutation matrix. Note that the introduction of the permutation $P$ does not affect the definition of $E$: the product $GP$ is now a generator matrix of a different Gabidulin code [Loi01] with minimum rank distance $d$, and the $XP$ matrix is still a valid distortion matrix with parameter $t_1$. As shown below, using a permutation matrix does not increase the level of security of the scheme against the attacks considered herein.

As stated in Section 2.2, an attack against a private-key cryptosystem consists of two steps. The goal of the first step is to discover the encryption matrix, and the second step is used to recover the key or the plaintext. Note that with the knowledge of the encryption matrix, the second step is similar to an attack against
CHAPTER 4. PRIVATE-KEY CRYPTOSYSTEMS

the GPT cryptosystem.

There are two types of attacks against the GPT system: structural attacks and decoding attacks. Gibson [Gib96] discovered two structural attacks against the GPT scheme, and Chabaud and Stern [CS96] discovered an efficient decoding attack against the GPT cryptosystem. So far, both types of attacks against the GPT system have exponential complexities. In our paper [GY05a], a way to determine the optimal distortion parameter against both decoding and structural attacks was already given.

In the following, the focus is on the security against the first step of the attack. A discussion of the efficiency of two previously proposed attacks ensues, followed by the design of a new attack.

4.1.2 Previously proposed attacks

The first chosen-plaintext attack was based on majority voting, taking advantage of the low weight of the error vectors to estimate the rows of the encryption matrix. Here it is shown that this attack is not effective against the new cryptosystems.

Let $c^1$ and $c^2$ be two plaintexts differing in only one position, i.e., $c^1 - c^2 = u^i$ for $1 \leq i \leq k$. The difference between their corresponding ciphertexts is given by $y^1 - y^2 = e^i + (z^1 - z^2)P$ where $e^i$ is the $i$-th row of the encryption matrix $E$. The Hamming weight of the difference $(z^1 - z^2)P$ is not bounded. Hence, majority voting cannot be applied here and Oscar cannot derive a good estimate of $e^i$. Note
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that the permutation matrix $P$ does not make a difference in the discussion above. Thus, the permutation does not enhance the security.

The second attack is the ST attack. This attack is applicable to the new system; therefore, its robustness against this attack will be studied in Section 4.2.

4.1.3 New chosen-plaintext attack against the systems

The set of error vectors of rank weight $t - t_1$ will be denoted as $Z$. That is, $Z = \{z : \operatorname{rk}(z) = t - t_1\}$. Furthermore, the set of encryptions of one message $c$, represented as $y_j = cE + z_jP = y + z_jP$, will be written as $Y$. $N = |Z|$ is assumed not to be a multiple of the characteristic $p$ of the field. More precisely, the remainder of the division of $N$ by $p$ is defined as $\nu \equiv N \mod p$.

The idea behind this attack is that once all the elements in $Y$ are recovered, Oscar can sum them up.

$$\sum_{y_j \in Y} y_j = \sum_{z_j \in Z} (y + z_jP)$$

$$= \nu y + \sum_{z_j \in Z} z_jP$$

$$= \nu y + \sum_{z_j \in Z} z_j$$

$$= \nu y.$$ (4.1)

(4.2)

(4.3)

Equation (4.2) comes from the fact that a permutation does not change the rank of a vector. Note that if the conditions do not respect our assumption, i.e. if $\nu = 0$, the $y$ term would disappear and the attack would not be applicable. Equation (4.3)
holds because, for any \( t - t_1 \), the sum of all vectors having a given rank \( t - t_1 \) is equal to 0. The vector \( y \) is thus recovered: \( y = \nu^{-1} \sum_{y_j \in Y} y_j \).

The process is then repeated for any \( c^i = c + u^i \). The set of ciphertexts obtained from \( c^i \): \( y^i_j = c^i E + z_j P = y^i + z_j P \), where \( y^i = y + e^i \), will be defined as \( Y^i \). If the sum is computed, it produces \( \sum_{y^i_j \in Y^i} y^i_j = \nu y^i + \sum_{z_j \in Z} z_j P = \nu e^i + \nu y \). Hence \( e^i \) can be computed using \( e^i = \nu^{-1} \sum_{y^i_j \in Y^i} y^i_j - y \). If this operation is performed for every \( i \) between 1 and \( k \), then the encryption matrix \( E \) is recovered.

The attack can be summarized as follows:

1. Encrypt a message \( c \) until all the \( N \) different cryptograms \( y_1, y_2, \ldots, y_N \) are obtained.

2. Compute \( y = \nu^{-1} \sum_{y_j \in Y} y_j \).

3. For \( 1 \leq i \leq k \), select a message \( c^i \) such that \( c^i = c + u^i \). Repeat step 1 for \( c^i \).

4. For \( 1 \leq i \leq k \), recover the \( i \)-th row of the encryption matrix by computing \( e^i = \nu^{-1} \sum_{y^i_j \in Y^i} y^i_j - y \).

It is noted that the attack can only proceed when \( t - t_1 = 1 \). Indeed, the number of vectors of length \( n \) and rank \( r \) over \( \text{GF}(q^m) \) is given by [Loi01]

\[
R(r) = \prod_{i=0}^{r-1} \frac{(q^m - q^i)}{(q^r - q^i)} \cdot \prod_{i=0}^{r-1} (q^n - q^i). \tag{4.4}
\]

If \( t - t_1 = 1 \), there are \( R(1) = (q^m - 1)(q^n - 1) \) vectors with rank 1. This number is not a multiple of \( q \), therefore in this case, \( \nu \neq 0 \), allowing Oscar to perform the
attack. On the other hand, when \( t - t_1 > 1 \), \( R(t - t_1) \) becomes a multiple of \( q \), and the attack cannot be performed.

In the discussion above, \( Z \) is the set of error vectors with rank weight \( t - t_1 \). If a permutation matrix is not used, then the attack can be generalized to other sets of error vectors. Let \( Z_0 \) be a subset of \( Z \) and let \( \bar{Z}_0 \) be its complement over \( Z \), i.e. \( Z = Z_0 \cup \bar{Z}_0 \). \( Y_0 \) is defined as the set of encryptions of \( c \) using an error vector from \( Z_0 \). The attack detailed above is applicable for this new \( Z_0 \) if \( Z_0 \) verifies the two following properties: \( N_0 = |Z_0| \) must not be a multiple of \( p \), and given \( Z_0 \), the elements of \( Y_0 \) can be easily discriminated from the elements of \( Y \).

4.2 Robustness of our scheme

Three different attacks in Section 4.1 were considered. Since only the ST attack can be performed for any parameter value, the work factors of the ST attack against the scheme are now evaluated.

In the evaluation below, it is supposed that the automorphism group of the graph \( \Gamma \) is restricted to the identity. Therefore, the worst-case situation is considered, and the lower bounds on the work factor of the attack are derived. The structure of the set of error vectors defined as \( Z = \{ z : rk(z) = t - t_1 \} \) suggests that the study’s assumption holds.

The work factor of the ST attack against the scheme is given by \( O(m^2knN^2 \log N) \).
In particular, when \( n = m \) the work factor becomes \( W = m^3kN^2\log N \). First, suppose \( m \) and \( t \) are fixed. This leaves two possible values for \( k \): \( k_0 = m - 2t \) or \( k_1 = m - 2t - 1 \). Choosing \( k_0 \) over \( k_1 \) would slightly increase the work factor of the attack, and most importantly would enhance the transmission rate. Therefore, \( k \) should always satisfy \( k = m - 2t \). Secondly, given that \( N \) increases with \( t - t_1 \), \( W \) can be optimized by setting \( t_1 = 1 \). It must be noted that this does not contradict our results from [GY05a] since we are now interested in the security against chosen-plaintext attacks. The values of \( W \) for \( m \) ranging from 5 to 15 are given in Table 4.1.

\[
\begin{array}{|c|c|c|c|}
  \hline
  m \setminus t & 2 & 3 & 4 \\
  \hline
  5 & 30.091 & 0 & 0 \\
  6 & 36.243 & 0 & 0 \\
  7 & 41.767 & 63.78 & 0 \\
  8 & 46.976 & 73.639 & 0 \\
  9 & 51.99 & 82.953 & 108.19 \\
 10 & 56.867 & 92.004 & 121.86 \\
 11 & 61.642 & 100.89 & 135.03 \\
 12 & 66.338 & 109.67 & 147.97 \\
 13 & 70.971 & 118.36 & 160.78 \\
 14 & 75.551 & 126.99 & 173.48 \\
 15 & 80.087 & 135.56 & 186.11 \\
  \hline
\end{array}
\]

Table 4.1: Work factor of the ST Attack (\( \log_2 \) scale)

Assume that an attack is feasible if its work factor is less than \( 2^{65} \). In such a case, the desired level of security can be achieved even when small parameters are selected. As an illustration, \( m = 8, t = 3 \) gives a work factor of \( 2^{73} \), which
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exceeds the threshold of $2^{65}$. However, the transmission rate using this setting is not sufficient. Using the new values $m = 12, t = 3, k = 6$ offers a sufficient level of security and an acceptable transmission rate. These results demonstrate that the ST attack can be defeated even when small parameters are used.

4.3 Number of error vectors

Struik and van Tilburg have found an efficient way of performing the first step of the chosen-plaintext attack. In his rebuttal, Rao [Rao87] indicates that Oscar needs to obtain the entire set of encryptions of a given plaintext to proceed with the attack. He then concludes that if the set of error vectors is large enough, the chosen-plaintext attack is infeasible. Discussion occurs over the number of error vectors that can be achieved using the new system.

The number of vectors over $\text{GF}(q^m)$ with length $n$ and rank $r$ is given by Equation (4.4). If $n = m$, the number of vectors with rank $r$ becomes

$$R(r) = \prod_{i=0}^{r-1} \frac{(q^n - q^i)^2}{(q^r - q^i)^2}.$$

Let $H(r)$ denote the number of vectors with Hamming weight $r$. For any $r < n$, the inequality $R(r) \geq H(r)$ holds, hence the rank metric produces a larger number of error vectors.

If, for example, $q = 2, n = m = 20, k = 14, t = 3, t_1 = 1$ are used, the number of available error vectors is approximately $N = 2^{77.4}$. In comparison, using a (25, 20)
Reed-Solomon code over $\text{GF}(2^{16})$ generates $N = 2^{40}$ error vectors. If the standard-array table technique is used, the number of error vectors jumps to $N = 2^{80}$, leading to a memory outage. Indeed, Alice and Bob need to store the entire list of possible error vectors, which by far exceeds any memory capacity available nowadays. Using the standard-array with large parameters brings a paradox, because it produces a large amount of data which has excessive storage requirements.

Let us assume that it takes $1\mu\text{s}$ to receive a message and compare it with the other received messages. Then, using our scheme and supposing that $n = m = 12$, $k = 6$, $t - t_1 = 2$ are chosen, more than 400 years are required to obtain all the necessary encryptions, which need a storage capability of 760 Tera bytes.

In conclusion, it can be argued that with the new cryptosystem, an extremely large number of error vectors can be generated, which protects the system from any chosen-plaintext attack.

### 4.4 Conclusion

Our system was shown to be secure against chosen-plaintext attacks, which are the most efficient attacks known against private-key cryptosystems using error-correcting codes. Our system outperforms the alternative private-key cryptosystems based on error-correcting codes. Indeed, our adaptation can produce a higher number of error vectors, using smaller keys than Denny’s system. Moreover, unlike the Rao-Nam scheme using the standard-array lookup technique, our system does not
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need to store the entire set of error vectors.
Chapter 5

Conclusion and discussions

In this thesis, the characteristics and performances of cryptosystems using error-correcting codes based on the rank metric were investigated. The analysis of the security of the GPT cryptosystem against structural and decoding attacks led to defining the optimal distortion parameter for which the overall security of the scheme is maximized. The value of the optimal distortion parameter given two well-known attacks was determined using an efficient algorithm. The behavior of the optimal level of security was also discussed. In addition to the study of the optimal distortion parameter, the GPT public-key cryptosystem was adapted into a private-key scheme. After a discussion of its security, this new system seems to outperform the private-key adaptations of McEliece’s cryptosystem.

McEliece’s system seems to be highly secure against structural attacks if Goppa codes are used as the key set, yet it seems weak against decoding attacks. Indeed,
the best attack known is nearly feasible. On the other hand, the GPT cryptosystem appears to be insecure against structural attacks: Overbeck [Ove05] recently designed a structural attack that seems capable of breaking the GPT system and many of its variants.

Nowadays, cryptosystems using error-correcting codes based on the rank metric are facing serious attacks. However, it seems that these systems can still be interesting alternatives to cryptosystems based on the Hamming metric. Indeed, the GPT cryptosystem is based on Gabidulin codes, which are the analogue to Reed-Solomon codes, which have been proved to be insecure in McEliece’s case. We know that the structural security of McEliece’s system relies on Goppa codes. One question arises: can structurally secure codes based on the rank metric be constructed? If so, then cryptosystems using structurally secure rank distance codes may be designed.

Regarding both private and public-key cryptosystems using error-correcting codes, it is too early to decide between the Hamming metric and the rank metric. Indeed, the rank metric seems more secure against decoding attacks, and it allows the use of small key sizes; however, structurally secure codes based on the rank metric are still unknown, and the cryptanalysis against cryptosystems based on the rank metric is not mature yet.
Appendix A

Proofs

A.1 Proof of convergence of the series \( u_i \) and \( l_i \)

Before proving that the series converge towards \( t_i^* \), a lemma is shown.

**Lemma 3** For any \( a \geq b \geq \frac{1}{2\ln(q)} \), \( \log(a) - \log(b) \leq 2(a - b) \).

**Proof of Lemma 3**

The function \( f(x) = \log(x) - 2x \) has the following derivative

\[
f'(x) = \frac{1}{x \ln(q)} - 2
\]

which is negative if \( x \geq \frac{1}{2\ln(q)} \). Hence, \( \forall (a, b) \geq \frac{1}{2\ln(q)}, a \geq b, \)

\[
\log(a) - 2a \leq \log(b) - 2b
\]

\[
\log(a) - \log(b) \leq 2(a - b).
\]
A.2. PROOF OF PROPOSITION 4

Proof of Convergence

Let the series \( x_i \) and \( y_i \) be defined by \( x_{2p} = u_{2p}, x_{2p+1} = l_{2p+1} \) and \( y_{2p} = l_{2p}, y_{2p+1} = u_{2p+1} \). \( x_i \) and \( y_i \) then satisfy \( x_{i+1} = \bar{g}(x_i) \) and \( y_{i+1} = \bar{g}(y_i) \).

These two series will converge if \( \bar{g} \) is a contracting function on \( I \), i.e., \( \exists a \in [0, 1[ \) such that \( \forall (c, d) \in I^2, |\bar{g}(c) - \bar{g}(d)| \leq a|c - d| \). Without loss of generality, let \( c \leq d \).

It comes that:

\[
\bar{g}(c) - \bar{g}(d) = \frac{3}{m + n + 1 - 2t} \log \left( \frac{n(t - c) + m}{n(t - d) + m} \right) \\
\leq \frac{3}{m + 3} \log \left( \frac{t - c + m/n}{t - d + m/n} \right) \\
\leq \frac{3}{m + 3} \log \left( \frac{t - c}{t - d} \right).
\]

By definition, \((t - c) \) and \((t - d) \) are both greater than 1, therefore greater than \( \frac{1}{2 \ln(2)} \). Thus, by applying Lemma 3,

\[
|\bar{g}(c) - \bar{g}(d)| \leq \frac{6}{m + 3} |(t - c) - (t - d)| \leq \frac{6}{7} |c - d|
\]

because \( m \geq 4 \). Consequently, \( \bar{g} \) is contracting, hence \( x_i \) and \( y_i \) converge to one of the fixed points of \( \bar{g} \). Yet \( \bar{g} \) is monotonically decreasing, meaning it has only one fixed point, which is \( t_1^* \). We conclude that \( x_i \) and \( y_i \) converge to \( t_1^* \) and, by construction, \( u_i \) and \( l_i \) also converge to \( t_1^* \). ■

A.2 Proof of Proposition 4

We first show that \( h(m, n, t) \) is an increasing function of \( t \), and hence \( h(m, n, t) \leq h(m, n, \frac{n}{2}) \) since \( t \leq n/2 \). Furthermore, we can show that \( h(m, n, \frac{n}{2}) \) is an increasing
function of $n$. Thus, we have $h(m, n, t) \leq h(m, m, \frac{m}{2}) = \frac{3}{m+1} \log_2 \left[ \frac{m^2 + 8m + 4}{8(m+1)} \right]$, which achieves a maximum of 0.2918 at $m = 9$. ■

A.3 Proof of Lemma 1

The behavior of $a(m, n, t)$ as a function of $t$ depends on the value of $n$. Indeed, $a(m, n, t)$ is equal to zero when $n = m - 1$; it is a positive increasing function of $t$ when $n < m - 1$; and it is a negative decreasing function of $t$ when $n = m$. Thus the upper and lower bounds for $a(m, n, t)$ are given by $a(m, n < m - 1, \frac{n}{2})$ and $a(m, m, \frac{m}{2})$ respectively. Let us consider

$$b(m, n) \overset{\text{def}}{=} a(m, n, \frac{n}{2}) = \frac{(m - n - 1)(n - 2)}{4(m + 1)}.$$ 

When $n < m - 1$, $b(m, n)$ reaches its maximum,

$$c_1(m) \overset{\text{def}}{=} \max_{n \leq m} (b(m, n)) = \frac{(m - 3)^2}{16(m + 1)},$$

when $n = \frac{m+1}{2}$. The minimum of $b(m, n)$, given by

$$c_2(m) \overset{\text{def}}{=} \min_{n \leq m} (b(m, n)) = -\frac{m - 2}{4(m + 1)},$$

is reached when $n = m$. ■

A.4 Proof of Lemma 2

As stated earlier,

$$0 < g(t - 1) \leq g(t_1^*) \leq g(c_0) = g(t - 1) + h(m, n, t).$$
A.4. PROOF OF LEMMA 2

We already showed that $h(m, n, t)$ was bounded by $\frac{3}{m+1} \log_2 \left( \frac{m^2 + 8m + 4}{8m + 8} \right)$ for all $m$. Since $g(t - 1) \leq \frac{3}{m+1} \log_2 (2m)$, Lemma 2 follows naturally. ■
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